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1.0 Introduction

Impinging flow occurs when a fluid impacts a comparatively solid boundary upon which
divergence occurs. A perfect example of an impinging flow is the impact and divergence of
air at ground level during a thunderstorm outflow. The importance of modelling thunderstorm
outflows, and in particular the downburst is now well-known to the wind engineering
community and research into many of its characteristics is underway throughout the world.
The reader is directed to the text by Fujita [1] for an introduction to downburst concepts and
theory.

Thunderstorm downbursts can be simply (at least initially) modelled as an impinging air jet.
To date this has been done primarily physically, but has recently been studied numerically
[2]-[7]. The numerical simulation of downbursts as impinging jets seems a logical step when
considering wind profiling, because it allows simple and efficient variation of parameters that
are difficult to produce within a physical experiment, e.g. transient and variable initial
conditions. Numerical simulations also allow the researcher to use a full-scale domain
negating the possible scaling etrors that may occur from working physically at model scale.

Numerically modelling impinging jet flow is not as simple as modelling a typical shear flow.
Difficulties occur becatse flow in the stagnation region is almost “irrotational normal
straining” and contains significant streamline curvature, unlike simple shearing for which
standard CFD turbulence models have been developed [8]. This difference often leads to an
over prediction of turbulence in the stagnation region. Therefore the first step in any study of
impinging flows must be the determination of an appropriate turbulence model. This is the
primary aim of this paper. A comparison between experimental data obtained for a fully
developed impinging pipe flow [8] and numerically produced velocity and turbulence kinetic -
energy (TKE) profiles has been performed to determine the most appropriate closure strategy
for the numerical transport equations. A turbulence model that leads to velocity and
turbulence characteristics that compare well with experimentation gives confidence for future
extrapolation of experiments which cannot be validated physically. This paper presents results
obtained using the commercially-available CFD code ANSYS CFX-10.0 and compares the
turbulence models given in Table 1. All specifics concerning the mathematical formulation of
each turbulence model can be found in [9]. In this paper outflow comparisons are made for a
single Reynolds number; in future this will be expanded to verify if the outflow is Reynolds
number dependent.

Tablel: Summation of turbulence models.

Eddy Viscosity Model (EVM)
Turbulence Model Reynolds Stress Model (RSM) Resolved to wall
Shear Stress Transport (SST) EVM Yes
k-e EVM No
RNG k-g EVM No
k-w EVM Yes
Baseline (BSL) k-w RSM Yes
SSG RSM No

This paper represents the first steps in a PhD project: therefore results presented should not be
considered final as not all numerical checks have been carried out to confirm these results.



2.0 Model Setup

The flow being modelled is a, stationary, steady flow, impinging air jet (25°C) with a pipe
Reynolds number of approximately 24 000. The computational domain is shown in Fig.1 and
is similar to an impinging jet validation report [10]. The domain itself is 13D (jet diameters)x
13D based on a jet diameter of 0.0402 m. Since the flow is steady and axisymmetric it was
possible to run a 2D simulation with a 1° rotation of the geometry. The jet outlet is set at 2D
above the impingement surface so that results can be compared directly with the experimental
result of [8]. Although the numerical diameter is slightly different to that in [8] the difference
is not expected to affect the results significantly.

The velocity, k£ (TKE) and ¢ (turbulent eddy dissipation) inlet conditions were set for flow at
the top end of the inlet pipe and were determined from separate fully-developed pipe flow
simulations. The top and side boundaries were setup as openings with the front and back faces
set as symmetry boundaries. The ground was treated as a no-slip smooth wall.

The simulation was performed on a structured inflation grid up to a height of approximately
0.075D above which a tetrahedral mesh was used. The y” value at the ground was below 2.0
for all turbulence models that resolved the flow characteristics to the boundary, and
approximately 15 for the turbulence models that implemented a scalable wall function (not
resolved to the wall). An initial mesh independence study was undertaken based on the &-g
and SST models, however some of the presented results show signs of a problem with the
switch from the inflation layer to tetrahedral mesh which needs to be addressed.

3.0 Results

Fig.2 displays the normalised mean velocity profiles along the wall at radial distances of r/D
= 0.5, 1.0 and 2.5. Fig.2a shows good comparison between all turbulence models except the
S8G Reynolds stress model. The SST and RNG k-&¢ models follow the experimental results
most accurately in the lower boundary layer region (z/D < 0.02), but after which point they
slightly (<10%) over-predict the velocities. Fig.2b shows the normalised velocities at r/D=1.0,
which is close to the point of maximum velocity and thus extremely important for structural
design. The SST model is shown to perform very well for the region below z/D=0.1 (perhaps
up to 50 m to 150 m at full-scale). All other turbulence models under-predict the magnitude of
the maximum velocity. For the region 0.1< z/D< 0.2 it is seen that all models, except the k-¢
under predict the velocity magnitude. This result is in contrast to that reported by [10], who
showed a very good agreement over this region using the SST model. This area will be further
inspected when the grid refinement is reassessed. In Fig.2c, at r/D=2.5, the SST and RNG k-¢
are seen to over predict the peak velocity while all other models under predict its value.
Above z/D=0.1 most of the turbulence models over-predict the velocity magnitude while the
RNG £-¢ predicts the values very well, and the SST model slightly under predicts the values.
From these results it is deduced that no turbulence model predicts mean velocity profiles
exactly with arguably the best model, the SST being out by just over 10% in the worst case.

Fig.3 shows a plot of normalised turbulent kinetic energy (TKE) against height. The
experimental results presented in these figures are not true TKE values as they incorporate
only u” and w’ (Fig.1) components instead of u’, v’ and w’ components as is standard
practice. The v’ component is the r.m.s. velocity fluctuations (respectively the same for u and
v directions) parallel to the surface but normal to the mean flow direction (this would be in
and out of the page in Fig.1) and has not been reported in literature. This component is not
expected to be particularly large but would serve to increase the experimental values.
Therefore the experimental TKE values should be taken as an estimation of shape and
approximate magnitude (though always on the low side). At 1/D=0.5, Fig.3a, the SST model
shows the best agreement, in shape and magnitude to the experimental results presented. The
k-& model, as expected from previous studies [8], over-predicts the turbulence energy in this
near stagnation region. Even though this figure shows exaggerated turbulence levels the
velocities shown in Fig.2 at 1/D=0.5 are not too bad; as velocities in this region are driven



primarily by pressure [8], the heat transfer or turbulent mixing would be a different matter. It
can be seen that some seemingly unphysical behaviour occurs in both the BSL and k- TKE
profiles at approximately z/D=0.075; this point is associated with the transfer from a
structured inflation layer to a tetrahedral mesh and it is hoped that these problems shall be
remedied with further grid refinement. Looking at Fig.3b the BSL, RNG k-¢ and SST models
all show profiles of comparable shape and magnitude to the experimental results. The peak
turbulence observed with all models occurs between z/D of 0.1 and 0.15 as this is where the
wall jet is mixing with the surrounding air. A similar shape (to Fig.3b) experimental TKE
approximation is observed in Fig.3c, but with a peak magnitude approximately twice the
magnitude but occurring at a marginally lower height; this is what is expected with the
thinning of the wall jet. Again the SST and RNG k-& models produce the best looking results
with all other models over-predicting the turbulence levels.

4.0 Conclusions

From the results in Fig.2 and Fig.3 it is believed that for the steady jet case the SST model
produces the most realistic results and would be recommended for use. This selection may
however become problematic when considering a non-stationary impinging flow as the SST
model, being based on the k& and the k- [9] models, makes the assumption of an isotropic
eddy viscosity (analogues to assuming isotropic turbulence) which is not realistic in this type
of flow and may cause problems when trying to resolve any vortex motion. This however is
the subject of future work and may require a shift to either a Reynolds stress model (from
presented results the BSL looks the most promising), or a much more computationally
expensive Large Eddy Simulation (LES) based model.
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Fig.1: Impinging jet geometry
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